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This paper addresses the problem of parallel processing of finite strain, materially nonlinear, and incom-
pressible finite element analysis problems on shared memory and distributed memory computing platforms.

We employ shared memory parallel version of the SuperLU [1] libraries as the shared memory paral-
lelization tool. Initially, extending an earlier implementation of Updated Lagrangian (UL) FE formulation
developed at the University of Rochester [2], we implemented the SuperLU libraries during the solution of
the linearized equations step. The remaining steps of the FE solution procedure, including the elemental
stiffness computations, follow the existing serial computing algorithm. Although this approach resulted
in considerable speedups during the solution of the linearized equations step, the overall solution times
improved only marginally.

We then introduced distributed memory parallelization, requiring partitioning of the FE mesh. We imple-
mented an automatic domain partitioning algorithm using the Metis [3] libraries. The partitioned domains
provide the local data required for the domain decomposition parallel version of our nonlinear finite element
algorithm. Numerical tests with unstructured hexahedral meshes show that the PartMeshNodal routine
of Metis results in balanced partitions with roughly the same number of nodes in each domain.

For our distributed memory parallel algorithm, we implemented the domain decomposition method with a
direct solver. MPICH [4] was used as the communications standard. Data structures from the serial version
of the algorithm were expanded to include the required parameters for the parallel version. Elemental
stiffness computations and stress recovery steps were executed in parallel. The resultant interface system
was solved on a single processor. Since most of the steps in this algorithm run in parallel this approach
resulted in higher speedups than those produced by our shared memory parallel algorithm.
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